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Innovations can be seen as chains of non-routine decisions. With each decision, the innovator
has to assess how important the various decision attributes are. Because the decisions are non-
routine, innovators cannot fall back on judgements of past importance. Most decision support
methods elicit importance judgements but do not help innovators or other decision-makers
with the mental processes leading to the judgment. The ‘importance assessment process’ can
be divided into seven phases (such as (sub-)attribute processing and various forms of weight-
ing). The phase ‘(sub)-attribute processing’ is the most important phase in terms of effort
devoted to it, and the most obvious pitfalls that prevent valid importance assessments appear
in this phase. This article describes some of these pitfalls. A few simple instruments may
provide better-founded importance judgements that can be better communicated to other
actors involved in innovation processes.

 

Introduction

 

his article is about a specific aspect of
decision-making: the assessing of the im-

portance of attributes (characteristics that de-
scribe the alternatives from which the choice is
to be made). If you want to buy a new car, the
cars available on the market (the alternatives)
can be described in terms of their top speed,
their price, their roominess and other attri-
butes. Which car you buy not only depends on
the score on these attributes (for example: how
fast can car X go?), but also on their
importance; sometimes referred to as their
weights. If top speed is important to you, you
may buy that expensive and cramped Ferrari.
But if you have to take the kids to school each
day, roominess may be more important than
top speed, and you will buy a Volkswagen. In
this article we address the question ‘how do
people think when assessing importance of at-
tributes?’. This thinking process is called ‘im-
portance assessment’, and it results in an
‘importance judgement’: a weight assigned to
each attribute relevant for the decision at hand.
The decision process is visualized in Figure 1.

In this article, we are only concerned with
step two: the importance assessment.

T

 

We focus on the decision context that inno-
vators often find themselves in, and show
which pitfalls innovators face and how these
can be negotiated. The most important phase
in the importance assessment process, (sub)-
attribute processing, is the focus of this article
because it offers the most possibilities for
improvement. We start with characterizing the
situation in which an innovator often finds
himself, and explore the problems he faces
concerning the weighting of attributes. Then
we review earlier research, culminating in a
model of the importance assessment process.
Our own research identified some major pit-
falls in the importance assessment process and
as a conclusion of this article we provide sug-
gestions for some simple instruments that may
be of help to those involved in innovative deci-
sion processes.

Note: when ‘he’ or ‘his’ is used, ‘he/she’ or
‘his/her’ is meant.

 

The Problem

 

An innovator is often confronted with an array
of decisions to take; choices to make. For
example: which technical solution is the best
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for a given problem? Which of his colleagues
in the organization should he let in on his
ideas in order to gain support? Is it worth-
while to apply for a patent? Every choice has
its pros and cons. Sometimes these are clear,
like the advantages and disadvantages of tech-
nical solutions or the cost of patents and the
legal protection they can give. In this article,
we assume that the pros and cons pertaining
to decisions are known. But even so, the rela-
tive importance of these pros and cons may
not be known, either because they are a matter
of personal preferences or because the situa-
tion in which the innovator finds himself does
not have a precedent, so that past experience is
of only limited value. Imagine, for example,
that someone has invented a new model skate-
board, and that type-A wheels give much less
friction but are more prone to breaking off
than wheels of type B. Which wheel should the
inventor choose? This depends on how impor-
tant performance (dependent on friction) is,
relative to safety (if a wheel breaks off the
skateboarder may be injured). In addition,
replacing a wheel will incur extra cost. How
important are these costs? With a new product,
market research (finding out how important
customers consider the various attributes to
be) is difficult because the customers may not
be able to give valid opinions. The innovator
has to rely on his own judgement.

There is one simple reason for the difficulty
in judging the importance of attributes; the
attributes cannot be directly compared to each
other. So the innovator has to rely on his expert
knowledge and experience to assess the
importance of the various pros and cons of the
available options (in our example the types of
skateboard wheels). The chance that there is a
standard procedure that guarantees an opti-
mal decision is negligible.

All in all, innovators frequently face the task
of assessing the importance of attributes that
influence the choices that they have to make.
This article is about the way people do this,
and how they can do it better. We focus on one
phase of the importance assessment process,
as stated earlier, and on the challenges that
innovators face in that phase. The problem is
non-routine, no clear criteria exist for judging
which solution is the best, and evading a
choice or leaving it to someone else is not an
option. Innovators, faced with choices for
which no precedents exist, are inevitably con-
fronted with the importance judgement ques-
tion. Many will rely on intuition, experience or
‘gut feeling’. They may make the right choices,
or they may not. In short, innovators:

• are faced with non-routine decision, or
‘wicked problems’ (Rittel & Webber, 1973);

• often have to take crucial decisions by
themselves, unable to rely on importance
assessments made by others. Even if they
can ask others to evaluate their choices,
they first have to make them themselves.
Their importance assessment is, at least ini-
tially, theirs alone;

• have a strong need to justify their decisions
in order to overcome opposition to their ideas;

• are sailing uncharted waters in which even
their own expertise is limited.

So, innovators often operate in a different
environment from decision-makers con-
fronted with more routine tasks. The latter can
fall back on their own experience with similar
decisions, can call in help from others and
probably do not even have to make explicit
importance judgements. They can use impor-
tance judgements made in earlier decisions.
The innovator does not have this luxury, and
weighting is a truly challenging task. His con-

 

Figure 1. The Place of Importance Assessment in the Decision Process

Setting the goal of the decision

Thinking about how important the 
various attributes are

(importance assessment)

Setting the importance of the attributes
(importance judgement)

Finding out the attribute scores of
the available options

Choosing the best option

I need a new car

I need to drive the kids to school… 
but I always wanted to be a racing 

car driver

The number of seats is more important
than top speed

A Ferrari can takes two persons, a
Volkswagen is slower but takes five

I’ll buy the Volkswagen
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fidence could receive a major boost if he could
understand the mental processes involved in
importance assessment, and if simple but
effective instruments could be developed to
help with weighting.

Two limitations of this article should be
stressed. First, it is focused on individual
actors and not on group decisions. Many busi-
ness decisions are, at least, prepared by groups
and not individuals. But innovators are often
individualists. Once a decision is placed on the
agenda of a designated group the innovator
apparently managed to get it there, so in a
sense his work is already done. But even in
group decisions the participants have to
decide individually on their position as input
for the group process. And, even though a
group may propose a choice, it may be up to
an individual actor to make it. Our skateboard
inventor may have obtained the advice of
engineers and marketers on the configuration
of his board, but as chief designer he has to
make the final decision.

The second limitation is that the creative
element of importance assessment is not
addressed directly. We will see that creativity
certainly plays a role in importance assess-
ment process, especially in the phase that we
will look at, but space constraints prevent us
from going into this area.

 

Theoretical Background

 

Previous Research

 

An important area of research in decision
theory linked to importance assessment is the
study of factors that influence the assessment
process. Notable examples are: perception of
risk and attitudes towards risk (Kahneman &
Tversky’s (2000) Prospect Theory), the per-
spective of the decision-maker (Kray, 2000;
Kray & Gonzalez, 1999), information presen-
tation and usage (Guo, 2001; Russo, Medvec &
Meloy, 1996), the concept of attribute weights
(Keeney & Raiffa, 1976), factors that cause
biases  in  weighting  (Borcherding,  Schmeer
& Weber, 1995; Fischer, 1995; Póyhónen &
Hámáláinen, 1998), the influence of unimpor-
tant or irrelevant attributes on choice (Barlas,
2003; Goldstein & Busemeyer, 1992; Hsee,
1995), group decision-making, particularly the
relationship between individual and collective
preferences (for example Hollingshead, 1996;
Wei et al., 2000), the internal and predictive
validity of various methods for measuring
importance judgements, such as conjoint mea-
surement (Harte & Koele, 1995; Jaccard, Brin-
berg & Ackerman, 1986) and the influence of
regret aversion (Zeelenberg et al., 1996). Mar-
keting research has focused on socio-economic

and demographic factors influencing the per-
ceived importance of attributes, and Meehl
(1954) studied the degree to which limited
numbers of relevant illness symptoms occur-
ring with patients influence doctors’ diagno-
sis. Further contributions regarding the
explanatory power of regression models have
been realized by Dawes (1979) and others.
Keeney’s (1992, 1994) value-focused thinking
approach shows how various instruments
assessing value preferences of decision-
makers can be used to optimize non-routine
decisions within an organizational context.

The above-mentioned research provides us
with some building blocks for modelling
importance assessment processes, such as the
concept of ‘importance’ and the relationship
between attribute scores, weights and attrac-
tiveness of alternatives. But it either takes the
weights actors assign for granted and concen-
trates on the decisions made on the basis of
these weights, is concerned with eliciting the
weights with sufficient validity (necessary for
linking them with choices) or looks at the fac-
tors influencing the weights, such as percep-
tions of risk. The importance assessment
process, that is, the way in which actors think
while weighting, is addressed merely inciden-
tally. So, our research covers the process of
generating weights, while the above-mentioned
research concerns the weights when they are,
or have been, assigned and measured with
methods such as conjoint measurement.

There are other areas of research that are of
relevance to importance assessment, such as
problem-solving, human choice strategies and
bounded rationality (Heerkens, 2003). We will
devote no attention to them here, but instead
go straight to the model that we developed of
the importance assessment that actors go
through in non-routine decisions. This model
is explained in detail in Heerkens (2003) and
Heerkens and Van der Heijden (2003). From
the model we can derive the aspects that are of
particular interest to innovators. This model
was made for exactly the situation in which
innovators find themselves, and which was
described earlier. We will select specific issues
from the model that are relevant for innova-
tors. We do not aim to discuss the model or the
research that generated it in depth; that is
done elsewhere (Heerkens & Van der Heijden,
2003, 2005).

 

The Weight Assessment Model 
(WAM)

 

The weight assessment model (WAM) consists
of seven main phases and six auxiliary activi-
ties. The seven main phases are presented in a
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sequential way in Table 1. In reality, actors
may go back and forth between phases and are
likely to address phases more than once.

The auxiliary activities pertain to areas such
as information search and planning and are
not linked to particular phases. We do not deal
with them in this article, but a brief description
can be found in Appendix 1. Based on Simon’s
(1960) distinction of the problem-solving pro-
cess into a structuring and a solving phase, we
divide the WAM in a structuring cluster
(phases 1 and 2) and a weighting (solving)
cluster (phases 3 to 6). Phase 7, the evaluation
phase, will not be covered in this article. We
confine ourselves to the weighting itself, not to
its evaluation. In the structuring cluster, the
problem (in this case the task to weigh
attributes) is formulated (phase 1) and the
attributes are processed in phase 2 so that they
can be readily weighted in subsequent phases.
Then, the weighting takes place in the weight-
ing cluster.

Since the model was conceived on the basis of
think-aloud protocols, we are able to indicate
which percentage of all the thoughts that the
subjects expressed was devoted to which phase.
We arrived at these percentages by dividing
each protocol in segments (the smallest possible
meaningful statements made by the subjects)
and coding these according to a formal coding
scheme. The total numbers of statements per-
taining to each of the phases was divided by the
gross total of statements for all subjects taken
together. This is further explained in Heerkens
and Van der Heijden (2003, 2005). We use these
percentages as an indicator of the relative
importance of each phase.

 

Phases of the WAM

 

Phase 1: Problem Identification

 

This phase consists of activities such as elabo-
rating on (understanding, concretizing) the

task at hand and, if desired, re-formulating it
in one’s own words. Essentially, this phase
concerns defining, so to speak, the task lying
ahead. This may mean, for example, stating
the attributes to be weighted, or making
boundary conditions explicit. In our research,
the subjects had to weigh safety and comfort
of a minibus (explained later in this article).
This means that other potentially relevant
attributes, such as fuel consumption, were to
be ignored. The generation of attributes to be
weighted may take place in this phase, but it is
also possible that they were identified before
and merely have to be made explicit.

 

Phase 2: (Sub-)Attribute Processing

 

If one wants to weigh attributes, one should
first know what one is weighting. Attribute-
processing concerns giving the attributes a
more precise meaning. This can be seen as a
case of framing (Akin, 1994). An example of
attribute processing is: concretizing ‘safety of a
minibus’ into ‘number of deaths per 10 million
km’.

Attribute properties such as measuring
level, measuring unit, level of abstractness and
precision can change as a result of processing.
The following forms of processing were
identified:

• Decomposing. An attribute (‘safety’) can be
split up in several sub-attributes (such as
‘quality of the brakes’ and seatbelts present
yes/no);

• Re-formulating. When an actor gives an
attribute or sub-attribute a different name
while meaning the same attribute with a
similar, not necessarily identical, measure-
ment unit, the attribute is re-formulated.
For example, ‘safety’ can be re-formulated
as ‘ensuring a safe journey’;

• Concretizing a (sub-)attribute. An example
was given above;

 

Table 1. The phases of the WAM

 

Phase Phase name Percentage of segments
devoted to the phase

 

1. Structuring cluster Problem identification 6.74
2. Structuring cluster (Sub-) attribute processing 30.33
3. Weighting cluster Absolute sub-attribute weighting 27.22
4. Weighting cluster Homogeneous sub-attribute weighting 4.53
5. Weighting cluster Heterogeneous sub-attribute weighting 1.50
6. Weighting cluster Attribute weighting 12.54
7. Evaluation cluster Evaluation 17.14
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• Integrating (sub-)attributes into a new
(sub)-attribute. For example: taking ‘adjust-
ability of seats’ and ‘amount of legroom’
together as ‘quality of seating’;

• Making an attribute more abstract. This is
the complement of concretizing.

Definition is not included in the types of pro-
cessing. The result of processing may be a
description of an attribute that is so exact and
formal that it can be called a definition. This is
the phase that we will study in some depth in
this article. The next phases concern the actual
weighting process.

 

Phase 3: Absolute (Sub)-Attribute Weighting

 

With ‘absolute’ weighting (based on Timmer-
mans, 1993), we mean that a statement about
the importance of a (sub)-attribute is made
without reference to the importance of other
(sub)-attributes. For example: ‘safety is impor-
tant’. This statement does not say how much
more or less important it is than ‘comfort’.

 

Phase 4: Homogeneous Sub-Attribute 
Weighting

 

This phase is the first in which ‘true’ weighting
takes place: the balancing of the weight of one
sub-attribute against that of another. We call
this ‘relative weighting’ (based on Timmer-
mans, 1993). In this phase, two or more sub-
attributes of the same main attribute are
weighted against each other, and arguments
for the weighting are given. For example:
‘good seatbelts are more important than good
brakes’ (both sub-attributes of ‘safety’).

 

Phase 5: Heterogeneous Sub-Attribute 
Weighting

 

This phase differs in only one respect from the
previous one: the sub-attributes that are
weighted belong to different main attributes.
For example: good seatbelts (sub-attribute of
‘safety’) are more important than comfortable
seats (sub-attribute of ‘comfort’).

 

Phase 6: Attribute Weighting

 

This phase concerned the integral weighting
of the (in our case, two) main attributes. It is
the essence of any weighting task. For exam-
ple: safety is more important than comfort’.

 

Phase 7: Evaluation

 

This phase comprises the reflections by sub-
jects on their activities and the results. Several
types of evaluation can be identified, such as
the extent to which the assignment has been

fulfilled, evaluations of weight judgements (is
the actor, on hindsight, satisfied with assigned
weights) and evaluations of arguments (how
good are the reasons for particular weight
judgements).

From this model, several areas can be identi-
fied that are of particular significance to inno-
vators, because they present special challenges
or potential pitfalls. In this article we focus on
phase 2; the main structuring phase. If
attributes are not correctly formulated, the
resulting weighting is bound to be flawed. In
addition, it is clear from the table that phase 2
is the most important phase in terms of effort
devoted to it (30 percent of the segments in the
think-aloud protocols pertain to this phase),
which seems logical in the case of non-routine
problems. Furthermore, when an innovator
has to weigh attributes, it is almost inconceiv-
able that the attributes are so clear that no pro-
cessing is needed. After all, an innovator has to
deal with ill-defined, non-routine problems.
So, if we want to help innovators to improve
their weighting of attributes in the difficult
decisions they have to take, phase 2 seems to
be a good place to start. (Sub-)attribute pro-
cessing has, to our knowledge, not been
addressed in the literature (the WAM was,
after all, only designed a few years ago), so it is
worthwhile to explore it.

In the remainder of this article, we will
address the following questions:

1. How do actors involved in weighting
attributes in non-routine decisions conduct
the attribute processing phase?

2. Which pitfalls can be identified that actors
should be aware of?

3. In which way can their performance be
improved?

Obviously, we have to answer question 1 and 2
before we can hope to answer question 3.

 

The Research Method

 

In order to gain insight in cognitive processes
of our subjects, we used a think-aloud method.
This is a good method for analysing cognitive
processes (Ericsson & Simon, 1993). Methods
such as choice experiments and process trac-
ing show the results of cognitive processes,
but not the processes themselves, while retro-
spective reporting methods, such as inter-
views and diaries, leave too much room for
interpretation of the cognitive processes by the
subjects themselves and are vulnerable to
lapses of memory (Ericsson & Simon, 1993).

As there is little research on importance
assessment processes (see above), we do not
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formulate elaborate hypothesis, but we
describe the attribute processing phase on a
number of dimensions and link these to exist-
ing theory whenever possible. As stated
before, we will not address creativity. It is clear
that creativity probably plays an important
role in generating (sub-)attributes, especially
in non-routine decisions where there are no
established sets of (sub-)attributes available.
In addition, finding integrative attributes cov-
ering sets of sub-attributes can be a creative
activity. We will, however, look only at the
types of processing actors employ, not at their
source of inspiration. We will look at pitfalls in
the process from a rational perspective, not at
enhancing creative activities. We do this
because of space constraints and in order to
keep our research focused.

 

Sample and Assignment

 

Eighteen undergraduate students of the Uni-
versity of Twente in The Netherlands were
given an individual assignment based on a
fictional case. University students might be
assumed to have enough analytical abilities to
perform the assignment satisfactorily, without
having the knowledge and skills that would
enable them to rely on previous experience of
importance assessments. Hence, the danger
that they give weights based on previously
obtained knowledge is minimized.

The assignment consisted of supporting the
acquisition process of new minibuses by a
local company. This decision may not be inno-
vative, but it certainly is non-routine for a local
(small) company. Such a decision occurs only
every so many years, and choosing the wrong
bus can have dire consequences (for example:
low load factor if the bus is too big, loss of cli-
ents if it is uncomfortable and so on). The man-
agement and the drivers may have practical
experience with the minibuses the company
operates, but they may well not have intimate
knowledge of the buses available on the mar-
ket, and of the demands of (potential) clients.
A non-routine decision like this is a good case
for studying the importance assessment
process.

The subjects were asked to establish the
importance of two characteristics of the to-be-
acquired minibuses 

 

vis-à-vis

 

 each other while
thinking aloud, and were told that they would
be advising the management team during the
acquisition process. The management team
would use the generated weights as a basis for
evaluating the available minibuses, and then
choose the type to buy. The management team
did not have to agree on the weights gener-
ated, but the students should be able to

explain their reasons behind their importance
judgements if so required by the management.
Therefore, while the students were free in the
way to reach their importance judgment, it
was not a purely personal exercise but an
activity within an organizational context. The
attributes, ‘safety’ and ‘passenger comfort’,
were chosen to prevent comparability by some
readily available algorithm or heuristic or easy
expression in a common denominator such as
money. The information that was supplied
included a brochure of the company, a leaflet
explaining the decision context and two bro-
chures on minibuses; one on a Volkswagen
and one on an Opel. The latter enabled the
subjects to get familiar with the specific capital
good to be acquired. It was made clear that
these examples of minibuses did not mean
that the subjects had to make a choice between
them. The students were given an example of
weighting before starting the assignment, but
were allowed to use their own concept of
‘weight’ or ‘importance’, just as would be the
case in real life.

It should be stressed that the assignment
was  geared  to  provide  the  optimal  context
for an importance assessment process. This
means that there was no direct relationship
with innovation. The context was kept as sim-
ple as possible, so as not to distract the sub-
jects from their task. A purchasing context is
much easier to grasp than an innovative con-
text, where our subjects could not have been
expected to generate the innovation them-
selves anyway. The relevant circumstances,
however, were there: a non-routine assign-
ment where the subjects could not rely on pre-
vious knowledge or experience and had to use
their own creativity and cunning to complete
the task. It does not matter whether the
importance assessment had to be done for an
acquisition process (like that in our assign-
ment) or for, for example, the judgement of
innovative alternative solutions to a problem
(generated by someone else).

 

Procedure

 

The respondents were asked to think aloud
during the assessment process. The general
guidelines for think-aloud studies given by
Ericsson and Simon (1993) were followed,
including a practice session to familiarize the
subjects with the think-aloud strategy. All ver-
bal information given by the respondent was
recorded and typed out literally. After comple-
tion of the assignment, a short interview was
conducted. In total, each session lasted for a
maximum of two hours, for which the subjects
were paid 

 

€

 

20. Two pilot sessions were con-
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ducted, which led to some minor adjustments
of the assignment.

Two kinds of analyses have been performed
using the literally typed out protocols:

1. A largely qualitative analysis according to
the general rules of the ‘grounded theory’
approach (Strauss & Corbin, 1998).

2. A more quantitative analysis, based on a
formal coding scheme that was designed on
the basis of the qualitative analysis. Two
coders performed the coding activities.
Although they worked independently of
each other, during the coding of the first six
protocols weekly meetings were held to dis-
cuss general coding issues in order to
enhance the reliability of it. The coders ret-
rospectively applied the refinements to the
coding scheme independently. The overall
Cohen’s Kappa (Baarda & de Goede, 2001)
for inter-rater consistence was 0.97 over a
total number of verbal segments of 7,253.

 

Limitations

 

It should be stressed that this is not quantita-
tive research. It was not clear beforehand
which variables would turn out to be relevant
and how they should be defined. Hence we
used an extreme case and no control variables.
We wanted to know how actors having to
make an importance assessment for a non-rou-
tine problem would behave and which pitfalls
they could encounter: whether, for example, a
more routine problem would induce a differ-
ent behaviour was not of interest. If we can
identify pitfalls that innovators have to be
aware of because they have a reasonable
chance of occurring (even if the exact chance is
not known) or because innovators can easily
recognize them in their individual activities,
regardless of the chance of occurring, our aim
is fulfilled. If we could have linked the occur-
rence of pitfalls, or the behaviour of actors
making importance assessments, to the quality
of the resulting weighting, then it would have
been appropriate to control that behaviour or
the occurrence of the pitfalls. But we were
unable to define a valid measure of ‘quality of
the weighting’ that is usable in a laboratory
context. An ‘extreme case’ in which we gave
the subjects maximum freedom as to how to
fulfill the assignment, so that we could expect
a maximum of variation in behaviour, could be
expected to yield more useful, although less
precise, results than an experiment with a lim-
ited set of well-defined (control) variables.

This research was conducted with a small
group of subjects because the in-depth analy-
sis of the think-aloud protocols was very time-

consuming. As far as the qualitative analysis
was concerned, it turned out  that,  after  12  or
so protocols had been analysed, little new
insights came from each extra protocol. So we
accepted the lack of statistical validity as the
price to be paid for in-depth qualitative anal-
ysis. The subjects were students with no prior
experience with either the acquisition of mini-
buses or formalized organizational impor-
tance assessment processes. The research was
conducted in a laboratory context. This means
that the results have limited statistical and
external validity. The first is, in our view, not a
great problem. The trends in the results seem
to be quite clear and multiple indicators were
used for many variables, thereby increasing
internal validity. It also, however, means that
no definite conclusions can be drawn for other
groups from the group that we studied. We
can, and do, make propositions about how
actors in real-life situations may behave, based
on our results and on the literature. The basic
regularities in importance processes that we
describe will, we expect, be present in some
form in real-life situations. After all, it is not
uncommon for individuals (albeit often with a
certain degree of expertise) to make impor-
tance assessment processes under circum-
stances similar to those in our research. So our
research provides a basis from which to look at
real-life situations: inventors, professionals
and policymakers. Our research pertains only
to decision contexts where there is explicit
weighting and where the importance assess-
ment process is separated from the evaluation
of alternatives.

 

Results: How Actors Conduct the 
(Sub-)Attribute Phase

 

Earlier, we mentioned five forms of attribute
processing: decomposing, concretizing, inte-
gration, making abstract and re-formulating.
We will use these to describe our results.

 

Decomposing Attributes

 

Decomposing attributes can have the impor-
tant function of making clearer what is actu-
ally meant with an attribute, and also whether
it can be used to make a complex attribute
measurable. ‘Safety’ for example, is a very
broad concept. It can be seen as a potential
outcome of action (the chance of dying in a
traffic accident), as an attribute that increases
the chances of a desired outcome (good
brakes, so that accidents can be avoided), as an
emotion (feeling safe) and so on. Of course, if
one wants to attach importance to safety, one
has to know what one means by it. It also may
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turn out that ‘safety’ is actually a collection of
sub-attributes, each with their own weight.
The weights of the sub-attributes together
should add up to the weight of ‘safety’
(Keeney & Raiffa, 1976), but chances are that
they do not always do so in practice, although
experimental findings are as yet inconclusive
(Borcherding, Schmeer & Weber, 1995; Fischer,
1995; Póyhónen & Hámáláinen, 1998) Even if
the actual weighting of attributes is only rudi-
mentary, as it often will be when an innovator
weights attributes (since his ideas are only in
development and not yet crystallized), decom-
posing can give some anchors. It enables (sub-)
attributes to be compared as to importance at
an  ordinal  level,  it  shows  the  consequences
of giving certain (sub-)attributes higher or
lower weights and generally helps to ‘paint a
picture’ of attributes in plotting a course of
thought or action. So, decomposing can be
functional during importance assessments.
Our research shows, however, that it is used
often in such a way as to be dysfunctional:

• so many sub-attributes are generated that
oversight is sure to be lost;

• decomposing is not done systematically;
• nothing is done with many of the

sub-attributes that are the result of
decomposition.

Table 2 shows the number of sub-attributes for
‘safety’ at various levels of decomposition. A
level is defined as the number of splits that
resulted in a certain sub-attribute. So, if ‘com-
fort’ is split in a number of sub-attributes,
amongst which ‘quality of the seats’, which in
turn is split in ‘width of the seats’ and ‘height
of the armrests’, then there are two levels of
decomposition. For ‘comfort’, the numbers
were roughly similar to those of ‘safety’. It can
be seen that the attribute is decomposed in a
large number of sub-attributes. The average

number of sub-attributes per subject for
‘safety’ was 19.6. For comfort the number was
24.4. Fifteen subjects generated ten or more
sub-attributes for safety. All subjects generated
ten or more sub-attributes for comfort.

It is not difficult to imagine that one quickly
loses oversight with such numbers of
attributes. Short-term memory is limited to 7–
10 items (Miller, 1956). As most subjects did
not write down the sub-attributes, they would
find it very difficult to work with them. The
problem was compounded by the fact that
decomposition was purely associative; in fact
almost completely unsystematic. For example:
‘safety’ can very well be split into ‘active
safety’ (aimed at preventing accidents by, say,
good brakes) and ‘passive safety’ (mitigating
the consequences of accidents, as seatbelts are
designed to do). From this point, one could go
on generating sub-attributes for both types of
‘safety’. But not one subject worked like this. If
divisions like ‘active’ and ‘passive safety’ were
used, then they were put next to, instead of
above, other sub-attributes. An example of one
subject’s attribute processing is given in
Appendix 2.

An excellent use of decomposing would be
to establish causal, or at least statistical, rela-
tionships between (sub-)attributes. An exam-
ple of such a scheme is given in Figure 2.

A scheme of causal relationships serves to
eliminate unnecessary attributes and avoids
double–counting (see, for example, Vincke,
1992). For example: some subjects thought that
high weight makes a minibus unsafe, as does a
long stopping distance. But braking distance is
a function of, amongst others, weight (accord-
ing to the formula acceleration is mass times
force). So, ‘weight’ is superfluous and can be
left out. That is, unless it has other effects on
safety than through stopping distance, for
example because high weight means a strong

 

Table 2. The Decomposition of ‘Safety’

 

Number of attributes
as a result of 
decomposition

Number (%) of 
subjects, first level

Number (%) of 
subjects, second level

Number (%) of 
subjects, third level

 

0 4 (22) 15 (83)
1–5

 

2 (11)

 

7 (39) 1 (6)
6–10

 

5 (28)

 

4 (22) 1 (6)
11–15

 

5 (28)

 

2 (11) 1 (6)
16–20

 

5 (28)

 

1 (6)
21–25
26–30
30–35

 

1 (6)



 

DECISION-MAKING FACTORS IN INNOVATION PROCESSES

 

393

 

© 2006 The Author
Journal compilation © 2006 Blackwell Publishing

 

Volume 15 Number 4 2006

 

chassis. But then we should leave either
‘weight’ out, or ‘stopping distance’ and
‘strength of the chassis’. If we do not, we count
‘weight’ twice, once directly and once through
its effects. However, no subject even tried,
much less succeeded, in establishing causal
relationships. They sometimes mentioned
causal relationships in passing, but they did
not make any systematic use of them.

Going one step further, a possible use of
establishing causal relationships between
(sub-)attributes is: find a common denomina-
tor for expressing some or all attributes to be
weighted. With this, the weighting problem is
effectively eliminated. For example, if it were
possible to link both ‘safety’ and ‘comfort’ to
‘profit’ and it were turn out that ‘profit’ would
be maximized with 10 units of ‘safety’ and 15
units of ‘comfort’, then the optimal decision is
clear. No further weighting is required. This
approach is difficult, but it is used in, for
example, the acquisition of civil and military
aircraft. Attributes are causally linked to,
respectively, life-cycle cost and revenues and
combat effectiveness. Yet none of the subjects
even tried to find a common denominator.
Only one of the subjects mentioned this as an
explicit aim during certain stages of the
assignment, but he did not pursue this aim
consistently. The others did not address the
quest for a common denominator in any sys-
tematic way.

We will return to the causal scheme when
we suggest ways of improving the importance
assessment process.

Knowing the causal relationships between
attributes makes integrating attributes possi-

ble; the opposite of decomposition. With luck,
all attributes can be integrated in two or three
main attributes that can then be causally
related to a common denominator. At the very
least, integration reduces the number of sub-
attributes to be weighted and makes the
weighting less complex. How did the subjects
go about integrating?

 

Integration of Sub-Attributes

 

There was hardly any integration of sub-
attributes, contrary to what one expects when
weights are to be given not to sub-attributes
but to main attributes. Integration was rare, as
can be seen from Table 3. This table shows the
number of (sub-)attributes integrated. We clas-
sify a subject as a non-incidental user of inte-
gration if integration occurs in at least four
cases over safety and comfort together. We see
that at least half of the subjects do not integrate
at all, and the other half integrates only a frac-
tion of the sub-attributes generated.

Another way to look at the significance of
integration is to observe how many (sub-)
attributes are the result of integration. The
maximum number of attributes that were the
result of integration was four (one subject);
two integrated attributes were found with
only three subjects. Only in two instances was
a sub-attribute resulting from integration
given a weight during the final weight assign-
ment. Integration always resulted in a new
sub-attribute, not in the main attributes to be
weighted according to the assignment (safety
and comfort). The logic of the integration was
often implicit and nearly always purely qual-

 

Figure 2. A Scheme of Causal Relationships Between Sub-Attributes

Quality of brakes stopping distance ability to avoid collision

quality of tires visibility conditions
chances of injury

or death

 

Table 3. Integration of Safety and Comfort

 

Number of sub-attributes
being integrated

Number (%) of  subjects
integrating sub-attributes

of safety

Number (%) of subjects
integrating sub-attributes

of comfort

 

0 9 (50) 13 (72)
1–5 6 (33) 5 (28)
6–10 3 (17)



 

394

 

CREATIVITY AND INNOVATION MANAGEMENT

 

© 2006 The Author
Journal compilation © 2006 Blackwell Publishing

 

Volume 15 Number 4 2006

 

itative. No indexing or other quantitative
methods were used. In sum, integration was
by and large irrelevant.

That leaves only re-formulation, abstraction
and concretizing to be addressed. We can be
short about these. Their roles in attribute
processing were minor, both quantitatively
(number of abstractions and so on) and quali-
tatively (contribution to the weighting
process). Only in five cases were between five
and ten sub-attributes of either safety or com-
fort concretized, and never more than ten.
Nine subjects in all made either safety or
comfort concrete, but then they either pro-
ceeded with decomposition or eventually
weighted only safety and comfort and not the
sub-attributes. Only half of the subjects made
abstractions for safety and for comfort, and
never for more than two sub-attributes. We
will not devote any attention to abstraction.
Sometimes (sub-)attributes were reformu-
lated, but this was almost exclusively limited
to inconsequential changes such as ‘comfort’
becoming travelling comfort’. Whenever re-
formulations were more significant they
could be classified as concretizations or
abstractions.

Is it a good or a bad thing that there is so lit-
tle concretization? At first sight, a logical func-
tion of concretization is operationalization.
One subject used concretization for this pur-
pose, and made it explicitly known that he
wanted to operationalize sub-attributes and
did so by taking the judgement of outside
experts (for example, the Dutch Consumer
Association) as an indicator of safety, driving
quality, and some other attributes.

However, this subject was the only one who
used concretization in this way explicitly and
with any pretence of being systematic. So,
although subjects used concretization to make
(sub)-attributes more concrete, they had no
use for the end-product of specification other
then getting a better idea of the meaning of the
(sub)-attributes. A way of concretization that
was used by a number of subjects was explic-
itly or implicitly specifying the extremes of an
attribute. This amounts to the beginning of
scale construction. Three subjects (17 percent)
used this directly in order to define weights.
One subject used two types of cars to define
the extremes of comfort (a Limousine and a
Ford Fiesta). He used them only once, as
examples, so this did not have any further
measurable influence on the execution of the
assignment.

Subjects did not evaluate the result of
specification. It seemed to be a largely
unintentional process, even more so than
decomposition, where subjects sometimes
used some system, however unsophisticated.

 

Discussion: Pitfalls in 
(Sub-)Attribute Processing

 

The attribute-processing phase is meant to
convert attributes in such a way that they can
be weighted. This can be done by defining
them so clearly that their importance can be
fixed, or by finding a common denominator.
Our subjects, for the following identified rea-
sons, achieved neither aim:

• there was no system in the decomposition;
• no causal relations were established

between sub-attributes so;
• integration, concretization, abstraction and

re-formulation hardly took place and;
• the unworkably huge number of sub-

attributes was thus not reduced.

All this makes it unlikely that assessing the
weights of the sub-attributes would in any
way be easier than assessing the weights of the
main attributes. It could be assumed that sub-
jects used the processing of attributes mainly
for framing purposes, that is, to find out what
‘safety’ and ‘comfort’ actually mean. But since
all subjects devoted considerable effort to
phase 3 (absolute weighting, mainly of sub-
attributes, to be covered in a forthcoming arti-
cle) the processing of sub-attributes appeared
to mean more than just a framing function.
The subjects obviously were not merely inter-
ested in obtaining concepts of ‘safety’ and
‘comfort’. The sub-attributes were important
in their own right. But it is unclear what their
relevance is.

What does all this mean for an innovator in
real life, wrestling with a choice to make
between several alternative courses of action,
each with their own pros and cons? It means a
high degree of uncertainty in deciding what is
important and what is not. The sub-attributes
in the innovator’s mind, and hence the
assigned weights, may vary from one moment
to the next. When there are a lot of (sub-)
attributes, such variations can alter choices
significantly. It also becomes more difficult to
give good and consistent arguments for a deci-
sion or weight judgement, and to communi-
cate those arguments to others. This is
especially likely with ‘wicked problems’, the
type of problems that an innovator is con-
fronted with almost by definition. It is clear
that ambiguity does not help in convincing
others, or in securing alliances. There is ample
research to show that people’s weighting is
often inconsistent with logic, in that choices
made are not in line with the weights assigned
(see, for example, Kahneman, 1994; Kahne-
man, Knetch & Thaler, 1990, 1991). They will
sometimes choose from two options the one
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that is 

 

least

 

 attractive, given the weights they
chose and the scores on the attributes. For
example, they may choose the attribute with
the highest score on the most important
attribute, ignoring the alternative with a much
higher score on a marginally less important
attribute that makes it, all-in, the most attrac-
tive. And it gets worse. Levine, Halberstadt
and Goldtsone (1996) showed that people’s
weighting gets less consistent when they have
to deliberate about the weights. That may not
be surprising, in the light of our research. It is
conceivable that if people do not have to rea-
son, they do not consider many sub-attributes
of the attributes to be weighted, so their image
of the attributes stays reasonably constant
over time. Once they get to reason about the
attributes, the images start changing as vari-
ous sub-attributes are activated sequentially.
Unfortunately, for an innovator having to
choose a path of action, not reasoning about
weights is not an option. So there is good rea-
son to look for ways to improve the consis-
tency and hence the quality of the weighting
process.

 

Let Us Make Things Better: 
Improving Performance of 
(Sub-)Attribute Processing

 

Our advice for anyone who has to weigh
attributes in an non-routine decision is simply
to make the (sub-)attribute processing phase
of the importance assessment process more
transparent. This can be done in the following
ways:

1. Instead of splitting attributes, try defining
(concretizing) them. For example: ‘safety’
can be described as ‘the number of deaths
and wounded per 1,000,000 km where
attributes of the minibus are the root
cause’. With ‘safety’ thus specified, it may
no  longer  be  necessary  to  split  it  up  in
sub-attributes, because the decision-maker
does not have to know which attributes
play a role in accidents. The manufacturer
of the bus knows, and gives a score for
‘safety’.

2. If you feel you have to decompose, do it
systematically. Some decision-makers may
not be satisfied with (1) and they may want
to specify an attribute further by splitting it
up in sub-attributes. But, then do not just
start throwing sub-attributes around. For
‘safety’, several possible decomposition
systems are possible: active versus passive
safety, attributes concerning the engine,
brakes, chassis, lighting or interior and so
on. Such a system makes it easier to assess

the completeness of the list of sub-attributes
(to be covered in a future article) and makes
the next two points easier to perform.

3. Make a ‘cognitive map’ (de Boer, 1998;
Warren, 1995) of the causal relationships
between (sub-)attributes. A cognitive map
is simply a drawing of the attributes con-
nected by arrows. The arrows represent
cause-effect relationships. Figure 2 is essen-
tially an example of a cognitive map. In this
way, the really important attributes stand
out, as do the superfluous ones (remember
the example of weight, stopping distance
and strength of the chassis). If you are lucky,
you end up with only four or five relevant
sub-attributes per attribute. Those can all be
taken into account if the importance of the
attribute is to be set, much more so than the
19 to 25 sub-attributes our subjects gener-
ated per attribute.

4. Try to integrate sub-attributes to a level that
is as high as possible but at which you feel
you can still assign weights. For example: it
may not be more difficult to set a weight for
‘active safety’ than it is to weigh ‘quality of
the brakes’ or ‘having power steering’. Here
again; the fewer (sub-)attributes to weigh,
the better. Fewer (sub-)attributes means
more consistency (hopefully), a better over-
sight of what you are doing (certainly) and
a better argumentation to give if your deci-
sion is challenged (very likely).

5. After having done one or more of the
previous points, decide at which level the
(sub-)attributes should be weighted. As we
showed in Table 1, our subjects frequently
generated three levels of sub-attributes.
Even after having left out and/or inte-
grated some sub-attributes, more than one
level may be left. It is not a foregone con-
clusion that weighting has to be done at the
lowest level. Sure, it promises more preci-
sion, but there are more sub-attributes to
weigh and, ideally, all sub-attributes should
be weighted against all other sub-attributes
to get the optimal result (for a method to do
this, see de Boer, 1998; Saaty, 1980). This can
be a daunting task.

 

Closing Remarks

 

We have shown that the most important phase
of the importance assessment process, phase 2
of the WAM, contains pitfalls that actors can
not only identify but can also negotiate. Hope-
fully, although we cannot prove it, improving
the quality of the (sub-attribute processing
phase will improve the quality of the subse-
quent weighting phases. And it may increase
the confidence of the actors concerned in their
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weighting, which they may experience as a
positive effect in itself. The instruments dis-
cussed above are conceptually simple and can
be utilized with only a sheet of paper at hand
and a few hours’ time to spare. They are ideal
for individual actors with few resources at
their disposal and the need to clarify for them-
selves, if not for others, the pros and cons of
their decisions. Thus, they can be considered
ideal for innovators (who often, although not
always, work alone in conceptualizing their
new ideas) to carry them in their mental arse-
nal. But the use of these instruments has to be
learned. In the experience of the author with
under- and postgraduate university students,
making a cognitive map, for example, takes at
least an afternoon to practise. A global under-
standing of the elements of a decision (alter-
natives, attributes and weights) is also needed.
In addition, it is not clear how much the entire
importance assessment process, and the deci-
sions based on it, will improve by focusing on
the (sub-)attribute phase But it seems the
results are well worth the limited training
effort required.
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Appendix 1: The Auxiliary Activities

 

During the formal coding of the protocols,
some activities were found that could not be
placed in particular phases, because they
occurred in several phases or because they
logically are not part of the weighting process
or to the assignment. The first category com-
prises activity planning and information
assessment. Examples of the second category
are alternative judging (choosing a minibus)
and attribute scoring (assessing whether a
minibus is, for example, comfortable). These
activities certainly are phases of the acquisi-
tion process but they should follow the
weighting process, not be part of it. Also in the
second category is weighting procedure
design for a real-world situation. The assign-
ment did not call for this and the designed
procedures could not be used in the experi-
mental situation. Expressing emotions is part
of moth categories. The table shows the auxil-
iary activities of the WAM.

 

Table A1. Auxiliary Activities of the WAM

 

We will now briefly discuss the auxiliary
activities.

 

1 Alternative Judging

 

Subjects can make judgements about the
attractiveness of alternative minibuses (mainly
the two minibuses mentioned in the informa-
tion package) or about the attractiveness of
minibuses in general vis-à-vis other modes of
transport, such as trains or private cars.

 

2 Attribute Scoring

 

Subjects might make statements about how
they think a particular minibus, minibuses in
general or alternative modes of transport
might score on certain (sub)-attributes. Exam-
ples of such statements are: ‘Both the Opel and
the Volkswagen have a stereo-set on board’.

 

Activity
number

Activity name

 

1 Alternative judging
2 Attribute scoring
3 Activity planning
4 Information assessment
5 Weighting procedure design
6 Expressing emotions

 

3 Activity Planning

 

Prior to starting one of the phases of the WAM,
a subject might plan how to execute the phase.
An example is the statement: ‘I think I should
start by defining what I think “safety” and
“comfort” actually mean’.

 

4 Information Assessment

 

With information assessment, we mean activ-
ities concerned with searching for informa-
tion, and assessing the value of the available
information for the task at hand. All subjects,
at one point or another, concerned themselves
with issues like the sort of information that
they felt was needed, the information that
could or could not be found in the information
package and the quality of the information
provided.

 

5 Weighting Procedure Design

 

Since the subjects were instructed to imagine
that they had to perform the weighting in sup-
port of an acquisition process of an organiza-
tion, they might indicate how they would
propose to conduct the weighting process (or
the acquisition process as a whole) if they were
really working for a company and not just
imagining it. Some subjects, for example,
stated that they would in reality propose to
conduct a market survey in order to assess
how important safety and comfort are to
present or potential customers.

 

6 Expressing Emotions
Statements such as: ‘Oh, how difficult this is! I
don’t think that I can do it’, and: ‘I am dis-
tracted by all the birds I see flying outside’ per-
haps do not say very much about the actual
weighting process, but they form a clearly
identifiable category and they might affect the
weighting. For example, if a subject feels he or
she cannot cope with the assignment and still
has this feeling after weights have been given,
the confidence level probably is very low,
which could lead to equal weights for all
attributes.

Appendix 2: Example of An 
Attribute-Processing Scheme by 
One of the Subjects (Students) in 
Our Research

The schemes should be read as follows. Safety
always gets the number 1 and comfort the
number 2. Decomposed attributes at the first
level get the numbers 1.1, 1.2, 2.1, 2.2 etc. At
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the second level, the numbers consist of three
digits and can be, for example, 1.1.1, 1.1.2 etc.
A letter placed after a certain attribute number
means that the attribute is a re-formulation. If
an attribute is the abstraction of another
attribute, this is noted between brackets. An
integration is always the result of two or more
attributes being processed, and is also indi-
cated between brackets.

The sub-attributes of the first level are listed
as much as possible in the order in which the
subjects mentioned them.

This is the (sub-)attribute processing scheme
of just one of the subjects in our research, of
only one of the two attributes. The scheme is
representative of the schemes made by the
other subjects, in terms of size and structure.

The Processing of ‘safety’

1. Safety
1a: If an accident happens, you

want to get out in one piece,
preferably unhurt (specifica-
tion)

1b: I want to get out in one piece
or with very minor injuries, but
not so that I can sit in a
wheeled chair for the rest of my
life

1c: Accidents
1.1: Number of deaths per year

with a certain brand
1.1a: Number of accidents with

which it has occurred
1.1b: Number of deaths per year

with accidents (from the con-
text it is clear that it is meant
per type)

1.1c: Accident numbers (from the
context it is clear that it con-
cerns deaths per year)

1.1d: Maximum so many deaths per
year

1.1e: How many deaths per year
with accidents and with how
many accidents does this
happen?

1.1f: Number of deaths per year

1.2: Number of serious injuries
1.2a: Number of serious injuries per

year per accident

1.2b: How often does it occur (serious)
injuries?

1.2c: Figures about serious injuries
1.2d: Number of serious injuries per

year
1.2.1: Paralyzed (downwards) from a

certain body part or really loose a
body part

1.2.1.1: Paralyzed
1.2.1.2: Body part coming off

1.3: Seatbelts
1.3a: Are seatbelts in the car?

1.4: Seat broke loose
1.5: Anti-skid system
1.6: Are there headrests?

1.6a: Headrests
1.7: Can headrests be adapted?

1.7a: Are headrests adaptable?
1.7b: Are they adjustable in height (no

specification because this is what
he meant with 1.7 and 1.7a)

1.7c: Are headrests adjustable?
1.7d: Adjustable headrests

1.8: Safety for driver
1.9: Safety for assistant-driver
1.10: Safety for passengers
1.11: Airbag

1.11.1: Airbags on the side
1.12: How does a bus fare if you smash into it

from the front, the rear, the side and from
above?
1.12a: With crash tests what was the

result (abstraction)
1.12b: Result with type of accident
1.12c: Result with crash tests
1.12.1: If an airplane crashes on your car
1.12.2: If such traffic pole like you have in

Enschede comes crashing into
your car from underneath

1.12.3: From the side they come
1.12.3a: If someone comes from the side

1.13: To what extent does a baby sit safely in
the car?
1.13.1: Has it got baby seats?
1.13.2: Does the possibility exist to install

them (baby seats)
1/13.1/ Baby seats are they there, can they

be installed (integration)
1.13.2(a)
1.13.3: Do baby seats have to be with the

face forward or with the face rear-
ward?

1.13.3a Which baby seats are dangerous,
which are not dangerous?


